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ABSTRACT

The rapid proliferation of cloud and service-oriented com-
puting infrastructure is creating an ever increasing thirst
for storage within data centers. Ideally management ap-
plications in cloud deployments should operate in terms of
high-level goals, and not present specific implementation de-
tails to administrators. Cloud providers often employ Stor-
age Area Networks (SANs) to gain storage scalability. SAN
configurations have a vast parameter space, which makes
them one of the most difficult components to configure and
manage in a cloud storage offering.

As a step towards a general cloud storage configuration plat-
form, this paper introduces a SAN configuration middleware
that aids management applications in their task of updat-
ing and troubleshooting heterogeneous SAN deployments.
The middleware acts as a proxy between management ap-
plications and a central repository of SAN configurations.
The central repository is designed to validate SAN configu-
rations against a knowledge base of best practice rules across
cloud deployments. Management applications contribute lo-
cal SAN configurations to the repository, and also subscribe
to proactive notifications for configurations now no longer
considered safe.

Categories and Subject Descriptors

C.4 [Performance of Systems]: Reliability, availability,
and serviceability
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1. INTRODUCTION

Cloud computing has begun to flourish in recent years [3].
Its growth has led to a significant increase in the demand
for storage, and thus scalable, manageable storage infras-
tructures. The promise to customers of low Total Cost of
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Ownership (TCO), combined with the ability of cloud com-
puting to cope with those customers’ dynamic infrastruc-
ture requirements, have fueled the emergence and growth
of cloud service providers such as Amazon S3 and EC2'.
The highly heterogeneous, multi-vendor interconnection of
devices created by the cloud service providers allows multi-
ple qualitative gradations of service. During the whole life-
cycle starting from data placement to retirement of work-
load, it remains a monumental task for the cloud providers
to perform the planning, configuration and migration on de-
mand [2, 12]. Such operations are always error-prone given
the complexity of interrelated physical and logical provision-
ing.

Cloud providers may choose from a number of different
approaches to effect scalable storage. In this paper we focus
on providers who employ Storage Area Network (SAN) tech-
nologies, since the authors have particular expertise in their
use. Although Cloud providers are generally highly secretive
about their infrastructure, the authors have interacted with
such providers in a business capacity. Recent high demand
for SANs has led to a proliferation of vendors and devices.
The sheer heterogeneity and size of SANs means that they
frequently represent the greatest challenge in the configu-
ration of cloud storage. Often, expert teams will configure
the initial deployments for a customer. Management appli-
cations are responsible for re-configuration, monitoring and
tuning the performance of SAN systems and troubleshooting
system faults.

Cloud providers’ storage needs often evolve from what
they were at the time of their original specification. Such
reconfigurations will occur in response to customers’ needs.
A critical step in a cloud provider’s workflow is to convert
customers’ application workload requirements into a set of
parameters that can be translated to the cloud provider’s
infrastructure in terms of resources (such as CPU, memory,
storage, 1/0, and throughput). This includes customers’ ini-
tial resource usage and the facilities for on-demand, dynamic
growth or elasticity of applications. Many cloud computing
providers will make these changes to their SAN configura-
tions using their own IT staff. This may introduce instabil-
ities and inefficiencies into the SAN. Tracking down these
problems is often expensive in terms of external consultant
man-hours [10].

Accurate and up-to-date configuration best practices have
proven to be a valuable tool for addressing the aforemen-
tioned challenges [1]. Validating configurations against best
practice rules before deployment is a form of “what-if” analy-
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Figure 1: Customers taking advantage of cloud storage infrastructure trigger storage reconfiguration

sis that may unearth potentially problematic settings. When
problems do occur, the best practice rules can also be used to
assist in faster root cause analysis. For example, IBM has a
SAN Central team whose job it is to examine all known SAN
configuration issues and develop appropriate best practices.
These best practices have helped the SAN Central team to
reduce the time required to resolve configuration errors from
two weeks to two days: around 80% of the configuration
problems that the team sees are caused by the violation of
best practices in the IBM repository.

SAN configuration experts tend to have a great deal of
real world experience, and apply intuition above and beyond
what is provided to them in terms of specified configuration
guidelines. However, the generation of the best practices
using manual methods is costly, requiring many man-years
of data gathering and analysis. In preference to the use of
expensive, time-consuming, and error-prone domain expert
analysis, it would be desirable for machine learning tech-
niques to derive best practices. However, the generation of
effective best practice rules relies heavily on collecting a large
number of problematic configuration samples that together
present enough “valuable lessons” to learn from. For exam-
ple, SPIKE [10] works with synthetically generated data,
where the problem reports not only contain the entities re-
porting problems but also the rest of the SAN configuration
that may be working correctly. We found that to correctly
identify and generate four best practices, SPIKE requires
500 problem reports. It is unable to generate any best prac-
tice rules using less than the first 150 problem reports.

Given the plethora of SAN devices on the market, and
the myriad configuration possibilities, it is not practical to
expect enough samples to be collected through the current
state-of-the-art method, in which problematic configurations
are manually reported from a few SAN deployments (often
from the same provider). Rather, storage providers should
be able to effortlessly contribute their share of bad configura-
tion experience for the common good. All storage providers
will benefit from a comprehensive best practice knowledge
base from which they can then test their current and future
SAN configuration practices. A key motivation behind this
paper is the identification of the infrastructure gap currently
preventing us from reaching this vision.

The primary contribution of this paper is the introduction
of a SAN configuration middleware for validating SAN con-
figurations. This middleware can check whether proposed
changes to the configuration violate a collection of best prac-
tice rules that are provided by human domain experts or
automated machine learning techniques. The results are
exposed to a set of the management applications, for ex-
ample, for planing and problem diagnosis, that support the
SAN infrastructure. These applications are presented with
a higher-level abstraction that unifies the heterogeneity of
the underlying SAN infrastructure and provides them with a
cleaner, less complex view of effects of configuration changes.

A high level overview of our proposed infrastructure is
shown in Figure 1. The cloud providers are depicted in
the middle of this figure, with their customers shown on
the right. The SAN systems of each cloud provider in-
teract with the best practice repository on the left. The
best practice repository stores cloud provider configuration
snapshots, uses machine learning algorithms to update the
best practices collection, removes aged practices from the
database, and indexes configuration data to facilitate effi-
cient searching. The middleware contributes back newly ac-
quired knowledge about both valid and invalid SAN configu-
rations to the central knowledge base after first anonymizing
any company-sensitive information that might be within the
SAN configuration report. Finally, the middleware can sub-
scribe to updates in the central knowledge base that might
indicate that a configuration that was considered safe in the
past is now considered to be at risk. This enables manage-
ment applications to react to such problems in near real-
time, benefiting from the collective insights about SAN con-
figurations across the global cloud.

The rest of this paper is organized as follows. Section 2
provides a brief overview of SAN technologies. A case study
that motivates the need for a SAN configuration middleware
is presented in Section 3. We introduce our middleware in
Section 4. Related research work is examined in Section 5.
Finally, Section 6 provides concluding remarks.

2. BACKGROUND

This section provides a brief introduction to SAN tech-
nologies. The goal of a Storage Area Network (SAN) is
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Figure 2: An overview of a typical Storage Area
Network (SAN) deployment

to provide block-based storage as a service over a (usually)
dedicated network to attached hosts. The components of a
typical SAN deployment are shown in Figure 2.

A host usually has one or more host bus adapters (HBA)
with ports that are connected to switch ports via Fibre
Channel cables. These Fibre Channel switches are often
linked together to form a network topology (AKA Fibre
Channel fabric) that has properties such as redundant data
paths from hosts to storage subsystems, along with security
primitives such as zoning.

The storage subsystems and tape libraries are typically
connected to switch ports and provide block storage access
in the form of volumes to the hosts. The admissibility of
particular data paths is vetted using access control provided
by storage controller known as masking and mapping.

With the advent of virtualization and emergence of new
technologies, the storage infrastructure in data centers has
become increasingly heterogeneous over time. Uniform end-
to-end management is key to the provision of high-value an-
alytics such as problem determination, storage provisioning
planning, optimized resource usage, application migration
and configuration analysis. Storage and/or system man-
agement software products, such as IBM TotalStorage Pro-
ductivity Center (TPC?), IBM Director®, Micrososft Sys-
tem Center?, HP System Insight Manager®, and EMC Con-
trol Center®, can provide tools to address such management
tasks. The current products for unified management are
point solutions: they aim to allow administrators to per-
form similar tasks, such as creating a volume, on a variety
of different manufacturers’ devices. They do not facilitate
sharing of salient information across the customer base to
avoid mistakes being made.

3. CASE STUDY

With popular success stories of applications hosted in the
cloud”, we motivate the need for a SAN configuration mid-

2www.ibm.com/software/tivoli/products/totalstorage-data/
3www.ibm.com/systems/management/director/
4www.microsoft.com/systemcenter/en/us/
5h18002.www1.hp.com/products/servers/management/hpsim/
6www.emc.com/products/family/controlcenter—family.htm
7www.informationweek.com/cloud—computing/blog/archives/
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Figure 3: An overview of the SAN configuration
middleware.

dleware for cloud storage providers by exploring a hypothet-
ical scenario: a cloud provider (both compute and storage
cloud) facilitating online retail stores as a service. A sea-
sonal sale drives an increase of 50% more online shoppers
than anticipated. This causes a spike in compute as well
as storage requirements. The customer (an e-business web-
site) uses the service of the cloud for two applications, each
having specific quality-of-service (QoS) requirements:

(1) The online shopping application comprises of appli-

cation servers, HTTP servers, edge servers, and database
servers. Database servers use storage from the cloud to
store transactional data generated from the online shopping.
Data is stored on high-end storage (for reliability and avail-
ability). All of the changes to this storage are replicated on
the other high-end storage controller. This is for disaster
recovery purposes. Nightly offline backup is done onto the
tape-library.
(2) The online store also has its email application and data
in the cloud. Storage for the email application is housed on
mid-range storage, as this gives a better cost/risk balance.
The email application is hosted on mid-range servers, and is
backed-up using incremental-daily and full-weekly strategies
on low-tier storage.

This data center has three types of human administrators:
application administrators, network administrators and stor-
age administrators. We assume that the cloud management
is done using one or more software suites such as IBM’s
TotalStorage Productivity Center (TPC). TPC allows the
admins to be alerted to changing conditions in the SAN
environment, such as: “notify me when file system capac-
ity utilization reaches 80%”. Alerts can be connected to
transfer volume, or when a particular port utilization rises
over a threshold. Resource provisioning is semi-automated:
while some resources are allocated automatically, other re-
source requests originate from request-tickets and are man-
aged through workflows, so as to capture an audit-trail. The

2008/09/case_studies_in.html



following work items might be raised in the course of the ap-
plications’ operation:

(1) The application file system alerts the application ad-
ministrator that storage space utilization has risen above
80%, and thus more storage is required. In some cases, al-
location of more storage is automated, but in others it gets
approved and provisioned through a workflow.

(2) Every night, a script has to be run to enable a backup
traffic flow for the tape library. Since the path through the
FC network to the tape library should be disabled at other
times, there is a periodic need to fine-tune the time-window
provided for access to the tape library.

(3) The application servers have to be updated with a code
patch that implements a new feature.

(4) Some new servers are to be introduced that provide ap-
plications to perform particular business analytics.

(5) Seasonal sale drives cause the introduction of more clone
application servers, database servers and allocation of more
storage.

Either through manual or automated workflows, all three
administrators meet and decide how to incorporate requests
such as those listed above. Each request-ticket has a turn-
around time based on the service level agreement. Imple-
mentation of the changes (introduction of new servers, ex-
tension of file systems, extension of databases, connection
of servers to the FC fabric, creation of zones, addition of
zones to active zonesets, creation of new volumes, assign-
ment of new volumes to servers, migration of applications)
is done through hybrid semi-automatic planning. It is then
approved by the administrators through explicit procedures
for agreement and then deployed.

For example, to accommodate the second request stated
above, network connectivity and configuration changes are
planned for deployment. However, validating the proposed
plan against the best practices raises a violation of the best
practice “No zone should contain both tapes and disks”.

With our SAN configuration middleware, we add the ca-
pability to validate the proposed changes to the SAN con-
figuration against a library of best practices before and af-
ter the deployment, as discussed in the following section.
Also, by periodically validating the existing cloud configura-
tion against the set of best practices, the cloud provider can
maintain the health of its data center, and obviate problems
such as performance degradation, data loss, and so forth.

4. SAN CONFIGURATION MIDDLEWARE

Our proposal is a modification of a typical SAN infras-
tructure as shown in Figure 3. We introduce new elements
into the SAN deployment to support configuration valida-
tion. Each client organization that manages a SAN infras-
tructure also runs a SAN configuration middleware that is
situated between the SAN infrastructure and a set of man-
agement applications. The middleware also interacts with
a central SAN best practice repository that is maintained
and operated by a third-party organization. The purpose of
the repository is to validate configurations and exploit best
practice knowledge across a large set of heterogeneous SAN
deployments by client organizations.

Initially, we expect that a central repository will provide
the most straightforward means to establish the trust of the
client organizations, and to ensure that all of the data re-
quired by the machine learning algorithms is available. In
future, it may be beneficial to employ a distributed approach

to the best practice repository. This would also mitigate
a single point of failure, although if the repository was un-
reachable, clients could switch to reactive validation in order
to continue their operations.

4.1 Middleware operation

As illustrated in Figure 3, the SAN configuration middle-
ware can access up-to-date configuration information from
the local configuration database that is part of SAN infras-
tructure. The middleware supports two broad modes of con-
figuration validation: reactive and proactive. There are also
two types of client participation: sharing and non-sharing.

(1) For reactive validation, the middleware periodically
(e.g. each week) collects the SAN configuration data from
the local database, and sends it to the central repository for
validation. If any best practice rules are discovered to be vi-
olated, alerts will be sent back to management applications
at the originating site. For example, the middleware could
facilitate a SAN configuration viewer application highlight-
ing problematic areas of the SAN infrastructure, as informed
by reactive querying. Reactive validation is comparatively
non-intrusive, however, it has the disadvantage that unsafe
configurations can be run for a time before alerts are raised.

Clients that are sharing participants will permit sanitized
and anonymized snapshots to be stored at the central repos-
itory for examination. The snapshots are tagged with an
organizational ID to indicate data provenance, and to facil-
itate time-series analysis. An important aspect of sharing
participants is that a collection of (presumed) good config-
urations is formed. Non-sharing clients can still have their
configurations validated: if validation fails, the client will
be prompted as to whether they will accept the problematic
configuration being uploaded and examined in more detail.

(2) Proactive validation requires that the configuration
middleware sit between existing SAN management appli-
cations and the devices being configured. The middleware
must be able to intercept requests for configuration modifi-
cation. All changes to the SAN configuration will need to
be successfully validated before they can proceed, includ-
ing initial configuration, and any mitigating actions per-
formed after a critical event (e.g. an outage is reported).
The proactive validation approach still permits clients to
choose whether or not to be sharing participants.

The dotted rectangle in Figure 3 indicates that the ma-
chine learning (ML) component of the infrastructure runs
separate from, and in parallel to the proactive and reactive
queries from clients. The results from ML analysis may lead
to inquiries being made back to willing clients for further
information about particular SAN configurations. The host
of the central repository may run experiments in the lab.
Finally, there may be a declaration of a new best practice
rule. Each new rule will be explicitly published.

Best-practice policies are encoded in a declarative policy
language and stored in the repository [7]. These best prac-
tices are categorized into parametric and non-parametric;
parametric ones accept input parameters must be provided
by administrators as thresholds. The middleware exposes
primitives such as scope and profile to help customers cus-
tomize their configuration analysis environment. Scope de-
fines the setup that needs to be validated—it can range from
the entire environment to a single Fibre Channel fabric or a
set of Fibre Channel zone sets. These scopes can be selected
on the basis of the policies to be verified. Cloud providers



can manually decide or have the system automatically pick a
set of applicable best practices to run on a particular scope,
which is called a “profile”.

The API for reactive verification begins with a call to val-
idateConfiguration(Scope, Profile). A set of Violation refer-
ences is returned, if the configuration does not validate suc-
cessfully. Each Violation indicates responsible entities, along
with parent entities. For example, a Fiber Channel Port that
violates a best practice would also carry information about
its encompassing HBA, server, and switch interconnections.

The middleware at each client site receives a re-validation
alert from the repository when a model update or retraining
takes place and either (a) any best practice rule recently
used to validate the local configuration has been changed
(not removed), or (b) new rules have been added that might
invalidate the current local configuration.

4.2 Abstracting configuration parameters

Since multiple deployments of the SAN configuration mid-
dleware are in different cloud data centers, each one will have
to handle a specific underlying SAN infrastructure with a
custom set of configuration parameters. To ship informa-
tion to and from the SAN best practice repository from
each of the middleware deployments, we need to have an
abstract format for SAN configuration snapshots: hetero-
geneous SAN configuration parameters are translated to a
common representation. The transformation to the abstract
representation involves removal of any confidential informa-
tion within clients’ configurations.

The repository uses an object-oriented, hierarchical for-
mat that extends the CIM/SMI-S profiles® defined by stan-
dards bodies. Each snapshot is tagged with a timestamp and
any open or resolved problem tickets that were raised in the
data center. Problem tickets also follow a standardized for-
mat: the user is requested to classify tickets into categories
such as performance degradation, data access problem, se-
curity violation, data loss, and so on, along with a set of the
entities that the user believes are involved with the problem.

Another benefit of a high-level configuration description
is that it can enable customers to express their management
goals in a higher-level manner. To achieve this, customers
may specify their motivation for a reconfiguration, rather
than worrying about the specific reconfigurations that need
to occur. For example, the goal to “increase storage capac-
ity” on a given volume can be expressed without managing
the specifics of the particular SAN infrastructure.

4.3 Best practice repository

It is expected that there will be a large number of rules in
the best practice repository. This section discusses some ap-
proaches for structuring the repository to facilitate efficient
querying.

Let R be the set of best practice rule IDs. Each r € R
is an identifier for a rule written in a particular policy lan-
guage. Useful rules can be encoded by as simple a language
as one that indicates that a set of entities and attributes
should not be in the same SAN configuration: e.g. tapes
and disks should not share a zone, Windows and Linux OSes
should not be mixed in a zone, or HBA Firmware Version x
should not be used with Solaris. Irrespective of the policy

8See the DMTF Common Information Model: dmtf.org/
standards/cim, and the SNIA Storage Management Initiative
Specification: snia.org/forums/smi/tech_programs/smis_home

languages that are used, we are able to narrow down a can-
didate set C C R for any query, by relationships between
r € C and three sets P, E and A that we describe below.
Further metadata for » € R includes the reporting organi-
zation, organizations that are subscribed to changes in r,
etc.

Problem types P: The set P of problem types contains val-
ues such as performance degradation, data access problem and
data loss. All problem tickets, and bad SAN configurations,
are classified into a subset of P.

Entities E: The set I lists the possible components of a
SAN deployment. Example elements of E include server,
data-path, FC switch, IP switch, application, disk array, and
HBA. Most elements of E will be parametrized by a number
of attributes, e.g. the manufacturer of the component, the
firmware version, and so forth.

Attributes A: Finally, the set A contains all possible values
of all of the attributes of each e € E, e.g. IBM might be the
vendor of a particular disk array.

Let the three functions fp : R — P(P), fe : R — P(E),
and fa : R — P(A), map each rule onto the relevant parts
of P, E and A. Although the values in the sets P, E and
A form a structured ontology, significant filtering will be
possible simply on the basis of set-oriented matching. For
example, if a customer does not have a tape library, we want
to avoid evaluating any parts of the best practice repository
that relates to tape libraries. More formally, for a candidate
rule set C' C R, we have Vc € C, tape ¢ fr(c).

The selectivity of each element of P, F, and A for subsets
of R can be measured easily, and used to form indices over R.
Since the matching criteria can be considered to be indepen-
dent, we can look to partial match retrieval techniques from
database research. For small numbers of filtering attributes,
bitmap indices may be appropriate. More generally, tech-
niques using Bloom filters can be used to form signatures
of the attributes in rule sequences. These signatures allow
rapid determination that a block does not contain rules of
interest with a given probability of false positives.

The knowledge base of best practice rules must stay up-
to-date. Updates will occur for the following reasons:

(1) A significant number of new configuration snapshots
have been submitted. The best practice rules should be
updated to reflect the new data. We anticipate that these
updates could be quite frequent if the repository is used
by many SAN clouds and thus new configuration snapshots
or problem reports begin to arrive at high speed. If any
applied ML techniques support incremental model updates,
then only a subset of the model needs to be considered. How-
ever, techniques such as inductive logic programming do not
support incremental learning: the complete model has to be
re-trained in such cases.

(2) After some time, some of the snapshots used for train-
ing may be declared as being obsolete, and retraining of the
rules will need to occur without using these snapshots. This
will avoid a stale set of best practice rules exerting an influ-
ence that is not applicable to current SAN deployments. For
example, after a given device interaction problem has been
fixed across all SAN deployments by updates in hardware
or software, the best practice rules relating to this specific
problem will become obsolete and may be discarded.

S. RELATED WORK

As computer systems become increasingly distributed and



heterogeneous, there has been a plethora of work on wide-
area middleware abstractions that help manage this growing
complexity.

In Grid computing, applications have benefited from Grid
middleware for a long time. Globus [5] and the OGSA speci-
fications [6] provide a set of services to help engineer, deploy
and execute wide-area Grid applications. Similar to our
SAN configuration middleware, Grid middleware is faced
with a heterogeneous set of resources that must be man-
aged. However, the focus of Grid middleware is on software
abstraction instead of configuration management of physi-
cal system resources. Monitoring middleware such as Gan-
glia [9] provide mechanisms for collecting statistics from a
set of cluster machines. In contrast to our proposal, mul-
tiple middleware deployments do not share information to
improve global system behavior.

Work in the broad area of systems management seeks to
address the challenges that arise in terms of validating or
providing guidance to management actions. Performance
models have been developed for various cloud components
that project the QoS impact of run-time resource allocation
actions or deployment-time capacity planning [13, 14, 4].
Conversely, many of these models can also be used for per-
formance problem localization and remediation. It is now
possible to perform “What-if” analyses with regard to ser-
vice/application reliability and up-time or root cause anal-
ysis in the event of major outages using various availability
models [11, 8]. Such analyses are more quantitative in na-
ture than the type of configuration validation discussed in
this paper, but nevertheless bear interesting similarities in
relation to complexity and cost of modeling.

The latest generation of these models are also “learned”
from data collected by management middleware [14, 4, 8].
This is in contrast to the case of configuration best prac-
tices, which deal with more abstract concepts such as com-
ponent types common across deployments. In learning these
complex relationships, the need for a large amount of data
has been acknowledged. Although performance/availability
data can be quickly accumulated over time, the performance
and availability characteristics of different environments are
often distinct and thus data may not be shared across de-
ployments.

6. CONCLUSIONS

Cloud applications are supported by storage infrastruc-
ture in data centers. The heterogeneity and complexity of
storage systems makes it difficult to configure them correctly
with current management applications. We propose a solu-
tion by introducing a layer of abstraction in the form of
a SAN configuration middleware. The middleware collects
configuration data, abstracts it into a standard representa-
tion and detects configuration problems. This is done by
exploiting a repository of best practice configuration rules
that is shared among multiple middleware deployments. As
a result, the middleware provides a uniform, higher-level ab-
straction to SAN management applications, making it easier
and more cost effective to reconfigure and troubleshoot stor-
age infrastructures.

We believe that this work is an important first step to-
wards the vision of a general purpose management middle-
ware for cloud storage. A uniform middleware abstraction
across multiple data centers will enable the coordinated en-
forcement of policies for cloud applications. Such policies

may implement automated infrastructure management for
cost reduction, regulate power consumption across data cen-
ters to achieve “green” operation and enforce security safe-
guards for privacy protection. Supporting these policies will
require sophisticated and widespread tuning of the numer-
ous infrastructure-level “knobs” in a cloud offering. The co-
operation of multiple middleware deployments across data
centers that help generate and then benefit from a shared
configuration knowledge base, will be key to achieving these
goals in the future.
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