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Abstract—A modular design is proposed and analyzed for predicates (p) as rules to filter the events for notification.
accelerating the publish/subscribe matching algorithm inre-  Onesubscription (s)is a set of predicates and one predicates

configurable hardware. With help from a performance model, : ;
we demonstrate an optimized FPGA implementation which is Idsegs:ilgsg tl;)glc:\tlvemtrlbute, Operator (o) and Value tuple as

scalable and efficient enough for many of today’s most dematriag
web and financial applications. Our design achieves 5.9 tinse e = {<as,v; > 1=10,el — 1]}

speedup over software while consuming around.5% of power.
P = <a,o,v >

[. INTRODUCTION s = Api:i=1[0,sl—1]}

Today millions of users are subscribing to content over ayce <= a=a; Ao(v,v;) = true : 3 < a;,v; >E€ e
network by setting sets of filtering rules. Web applications
such as Twitter and Facebook, enable users to specify their
interests and subscribe to updates provided by informatiofiereel is the number ok a,v > pairs in an event and!
publishers. This publish/subscribe (pub/sub) model forteot is the number of predicates in a subscription. A predigaite
distribution can also be found in financial data processim) amatchedoy an eveng, poe, if and only if the relation between
monitoring applications [1]. In general, a stream of infarm the values defined by the operator holds true for the attibut
tion updates in the form of event messages (or events), mAssubscription issatisfiedby an event;s e ¢, if and only if
be matched against a set of defined rules (or subscriptiorgd).its predicates are matched by that event. The input to the
The goal of pub/sub matching is to notify a potentially largeystem is a stream of events and the satisfied subscriptens p
set of subscribers about matching events quickly (in terins @vent are generated as the output.
latency) and efficiently (in terms of throughput). A naive implementation to find all the satisfied subscripgion

This matching problem has become a performance bottfer a new eventis to loop through all subscriptions and fehea
neck as the workload of publish/subscribe applications hagnside everys, try to find one pair ire that is matched. For a
increased dramatically in recent years, with a million ofmety System withm subscriptions, the average number of required
messages per second not unheard of [2]. Previous impg@mparisons igm x sl x el)/2, assuming half of the pairs in
mentations and optimizations based on multi-threaded CRUare compared on average. The required computation power
suffer from various weakness inherited from the Von Neumarmd memory bandwidth grow linearly with the number of
architecture. FPGAs has been served as supercomputing gabscriptions. This is not efficient for two reasons: Fiesery
forms for various applications before [3]. The rich on-chipubscription in the system has to be checked for each event,
memory bandwidth and stream processing ability in todayayen if its predicates do not refer to this event's attribute
reconfigurable logic devices make them a good candidate fagcond, the predicates included in various subscriptioamg m
accelerating this process. This work explores the ardhitec be equal to or covered by each other. Thus, predicate opsrato
and implementation schemes of using FPGA as a pub/duawve to be repeatedly calculated per subscription evereif th
processor. Major contributions include: result of this calculation is already known.

- An architecture for pub/sub matching on FPGA using Da'Fabase systems usually create indices to redu_ce ;earch
multiple levels of indices to reduce processing time. THENe in large data set. The same idea can be applied in the
memory requirement and performance of the architectupb/sub matching problem as demonstrated by Fabret et.al [4]
are analyzed and modeled. The original filtering algorithm in [4] is optimized for CPU

- A scalable multi-core implementation optimized for Xil-Processing and cache utilization. We augment the algorithm
inx FPGAs. Experimental results show significant im@S shown below to target our reconfigurable platform.

provements in both throughput and power efficiency.  bv: one-to-one mapping bit vector for all possible
for Va; € e do

< p;oe:Vp;Es

[l. THE PUBLISH/SUBSCRIBE MATCHING ALGORITHM for ¥p: a = a; do
The followings provides the basic formulation of the if poe then
pub/sub matching problem. The publishers creatents (e) bu(p) < 1;

to represent the changes in their contents. An event is a list  end if
of Attribute (a) and Value (v) pairs. The subscribers create  end for



step 1. step 2 output:

df t
end for{step } satisfied /F

for ¥p : bu(p) = 1 do
for Vs : py = p do
if bu(p;) =1:Vp; € s then
output s satisfied;
end if
end for
end for{step 2

The algorithm can be divided into two steps by the two —|— —
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outerfor loops. The first step ensures that only the predicates _ , :

with attributes that exist in the event are checked and that : o Toss | m
any predicate is checked at most once. After the first step, 2(1) \‘/’f T u idxp :

a bit in the vectorbv is set when the corresponding distinct  input: —& | el - b v
predicate is matched by the event. The second step ensates th ! ez"gm l H =—n—>
only the subscriptions with matched predicates are checked ‘ bv

and that any subscription is checked at most once. Two lookup
tables are used in the implementation. Teble., indexes all
related predicates by a given attribute. Table., indexes all model which will will help to explore better hardware config-
subscriptions start with a given predicate. uration and greater scalability.

Even when the number of predicate checked is largely Providing high bandwidth data access, the on-chip memory
reduced by the above algorithm, the performance is still FPGA device is a precious resource and must be used
insufficient for today’s requirements where millions of etee  wisely. We assume all values are in the range{®@,q.]
are generated per second in a systems with millions F both events and predicates. The size of an single event
subscriptions. Farroukh et al proposed speedup schemed béss el x (log(l) + log(vmaz)) in bits. Since the predicates are
on parallel threading [5]. By partitioning and distribugithe indexed by attributes, it is not necessary to store thebatti
events, predicates and associated subscriptions to #)rimd again inside the predicates. Thus (log(0maz) +109(Vmaz))
design can achieve over 1600 events per second or aroiig are required to store all the predicates, whgyg, is the
1.5ms matching time per event on a 2.3GHz Xeon processavmber of different operators. Assuming that the subsorist
The scalability is limited by the large software synchraian have an average number of predicatésthe space for storing

Fig. 1. Pub/sub Matching Architecture.

overhead and the available number of active threads. all subscriptions isn x sl x log(n) bits. Most entries will be
empty if a fixed length data structure is used for the two Igoku
IIl. ARCHITECTURE tables. If all records in the tables are stored in variabigtle,

After analysing the issues on the CPU based pub/subx log(n) bits are used fofl,—, andm x log(m) bits are
matching designs, we believe that realizing and optimitiveg used for7Z,_,,. An extra level of indices is used to enable
system on a reconfigurable platform such as FPGA devicefficient access to variable length data structure in harelwa
will significantly improve the overall performance as welln this level, the starting address and the number of enimies
as being more efficient in energy utilization. Figure 1 is athe corresponding record are stored for each possible.input
overview of the pub/sub matching architecture. A hardwaféhus the two tables arex 2 x log(n) andn x 2 x log(m)
accelerated pub/sub system can benefit from the increaseiis in size.
number of parallel processing cores, the low hardware syn-Since the bit vector is the only commonly accessed data
chronization overhead, the higher on chip memory bandwidskructure between the two steps, and themust be fully
and the efficient bit level manipulation. evaluated before checking the subscriptions for each event

In this system, there aré distinct possible attributesyp  the two steps can be decoupled in hardware by using a double
subscriptions ana distinct predicates. Thmatchprocessing buffer structure fobv. The predicate matching module contin-
block compares the outputs from the predicate and event datasly checks new events and updatén one buffer while the
blocks. Thecheckprocessing block will examine the bit vectorsubscription checking module continuously examines the bi
positions indexed by the output of the subscription dataklo vector in another buffer. This results in a coarse-graineta d
Hardware parallelism can be achieved by multiple instantespipeline by overlapping the processing time of the two steps
the two processing blocks. Inside each module, the data path can be further pipelined in

Figure 1 does not show any improvement over the originalfiner granularity to achieved better throughput.
software design. To maximize the performance on FPGA, One problem of the multi-threaded software design is syn-
several platform specific issues need to be addressed. Thaw®nization, when each thread updates the glébdiom its
include the utilization of on-chip/off-chip data storag#ise local bv sequentially. In hardware design, the synchronization
pipeline and synchronization between the two steps and tnerhead is minimized while the scalability is limited byeth
resource allocation between processing blocks. Based en diccessibility of the data. Instantiating number of parallel
system and platform parameters, we also create a perfoemamatching cores implies predicates must be read in parallel.



TABLE | Input

TYPICAL VALUES OF SYSTEM PARAMETERS "
start addr 11
parameter symbol value _ N
average attribute per event el 50 ever'1t a addr Ta data 11 Address
maximum value Umaz 15 88 bits | 7 2.9k bits 72| 11  |Generaton 11
number of subscriptions m 6,000,000 cnt
average predicates per subscriptipn sl 10 41y 1
— - ’_1: =
number of distinct attributes ! 100 N |data PortA addr]| = | 33[data PortA addr
number of distinct predicate n 1500 Y ;
possible operators 0 = \%ﬁ predicates ‘ ‘ Ta=p
L 6k bits -y 16k bits
We then speedup the matching processmes at the cost [mat@l&%dm PortB_addr® ] 55ldata PortB_addr|~"
of wider read port or even multiple copies of predicates 6 11><6U
when ports are fixed. The same method is applicable to the | position

checking module wherg parallel checking cores providg
times speedup and requigetimes memory bandwidth. Fig. 2. Thematchmodule.
Optimizing the system throughput (event per second) is the

. . . . I d |
primary design goal. Assuming all memory access latencies ! H clear L 7' XS;
are hidden by the data path pipeline, we model the processing. | 2] La o |- v | 2
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In Tar, n/l is the average number of predicates with the g positon, | ry b 'S
same attribute in a uniform random distribution aiig is ® 11X 6)o Rt =
the time for matching: predicates and updating thebits of E vector module SN

bv in parallel. InT¢, 7 is the number of ‘1's inbv, Ty, is
the time for checking a single bit ibw, m/n is the average Fig. 3. Thevectormodule (single buffer).

number of subscriptions starts with a same predicate in a )
uniform random distribution and, is the time for checking Port Block RAM (RAMB36). TheT, table stores the starting

y subscriptions in parallel. The value &f depends on the address and the number of predicates associated with a given

operators in predicates. Assuming only the equadityis used, attribute. Based on this information, the address _gen_lerato
one candidate predicate hag(v,.q. + 1) chance of being 9enerates two address streams for fe.,, table which is
matched. Thus thé for equality isel x (n/1) x (1/(vmaeg+1)). CONfigured as a dual 36-bit ports memory. The design can
The actual performance depends on the data set where RFevide 6 different predicate indices concurrently by grog
distributions may not be uniform. Even for the same data, thee 7. outputs. After the last address is generated, the circuit
order of predicates in subscriptions also has significapsirh Starts processing the next attribute in the event regidteike
Since these issues affect the software implementation #s viB€7.—p table, the predicates are not sorted by attributes. Thus
and may be addressed irrespective of the hardware accelerdf® need 3 instances of RAMB18 to consume the generated
we will not consider them here. The hardware platform itsefidices and 6 matching operators to match the 6 predicates in
also affects the accuracy of the model due to non-deterticini®@rallel. Forz parallel outputl + /6] +[x/2] Block RAMs
external memory latency. This model provides a theoretic@lie used. Since the module process events in a streaming
upper bound of the system performance regardless of the d&@nner and there is no feedback path or data dependency

set and actual implementation. between attributes, an event can be processed in average 20
clock cycles ;,, = 1).
IV. IMPLEMENTATION Since thematchmodule produces the positions as outputs,

We adapt the typical system parameters from [5] in thisis unwise to implement the bit vector in distributed flipdlo
work as shown in Table I. The target hardware platform that may require 6 parallel shifters eachlifkb width.
an FPGA device with internal dual-port memory blocks and/e store thebv in RAMB36 units with the help of an input
multiple banks of external memory such as the Xilinx Virtex oFIFO as shown in Figure 3. The pos, we > pairs only enter
Spartan devices. The system is modularized by separating the asymmetric FIFO if any of the 6 predicates is matched.
match vectorandcheckprocess with parameterized interfaceThis scheme eliminates the need of shifters at the expense of
Thus user can scale the system and adapt to a new platfamnializing the update tbv. Based on the fact that only a few
easily by assembling the modules. of bits will be set when compared to the number of predicates

Figure 2 shows the implementation details of tmatch checked for each event (e.g. total 7.5 bits on average in this
module. The event buffer is implemented in distributed #ipfl example), this will not become a bottleneck in the system.
as shift register. All other data are stored in 36Kbit Dualhe bv vector is stored in a dual port RAMB36 unit where



TABLE I
IMPLEMENTATION RESULTS

idx0 bvo idx1 bvl
16

idxg bvg
6

16

hi
S flag. .7 Virtex-6 ~ Xeon
Tt shiiftireDgwi 4/ offset 4/ offset [UTs 06(0.3%) N/A
start ador 1 1 FFs 385(0.1%) N/A
ETE e R s RAME3 IO(E6%) A
11 |® D ———
P = c0 Freq. (MHz) 254 2300
coumter ont 1= Avg. Throughput ¢/s) 95k 1.6k
] 23 23 23 88 | Agv. Power (W) 2.031 40
FPGA chip boundary .~ 23 subscription Cost (USD) 3,000 530
S | Rl | LX240T, which is available on the ML605 board, is targeted
17.25MBytes || 66M Bytes || to evaluate performance and cost. Table Il shows the FPGA
external RAM 3 performance and compares that with the software in [4].

The design has 6 matching cores and 8 checking cores as
) shown in Figure 2 and 4. The average throughput are computed
thematchmodule and theheckmodule use independent portsysing the performance model presented in Section Il under
PortB s also used to reset the vector to zero before a new evgiiform random inputs. The average power is estimated by
is processed. With a 16-bit input, the vector can be rese#in f4¢ Xijlinx XPower Estimator under 75% switching rate. In
clock cycles. To use two buffers as described in Section Ithis configuration, theheckmodule dominates the run time.
the circuit in Figure 3 is duplicated twice. . With more external memory bandwidth and more checking

In the second step of the algorithm, it requires scanniRgres, the FPGA performance can be further improved. It is
through the bit vector to locate bits set to ‘1'. It COStgjifficult to measure the power of an isolated CPU, thus the
1500 clock cycles to scabw in hardware bit by bit. In this cpy power is estimated to be half of the TDP value from
implementation, a 16-bit wordy;, is checked in one clock the CPU specification. In reality, a PC system consumes even
cycle. Words with all bits are ‘0’ will be discarded while aygre power than a CPU accelerator card.
16-step serialized scan is performed only for those non-zer gyen a single engine, as implemented in this work, is 5.9
words. When most bits ifw are '0’s, the scanning process isjmes faster than the highly optimized software designsit i
improved by a factor of 16. This word-based scheme does MIssible to fit 20 engines in a single FPGA which will be
slow down the process even when most bits are ‘1's. Figureifo time faster than the CPU system with a small cost of
shows thecheckmodule in hardware implementation. increased memory chips. The FPGA is also more cost effective
~ While table T, is still implemented in RAMB36 units as iy terms of event per second per dollar. The available on-
in the match module, tableT), ., and the subscriptions list chip BlockRAM and the memory 1/O will be the limiting the
S are too large that they must be stored in external memoggaapility of the architecture. The problem can be solved b
We assume that DDR2 memory chips with 32-bit data bus ai§ing multi-FPGA clusters such as the one described in [6].
used. The data bus to user logic will then be 128-bit in Widt{jjith 16 Virtex-5 FPGAs, the cluster can easily handle over

for single edge half frequency clock. Parallelism is ack@v 2 5 million events per second and perform more sophisticate
by fetching 8 predicate references from thememory bank match besides equality.

in one read operation. The upper 7 bits of a reference are

used as the index input to thector module to fetch a 16- VI. CONCLUSION

bit word, bv. The lower 4 bits control the shifter which shifts In this work, we develop an architecture for the pub/sub

out the bit being checked. This checking core is replicatedn@atching engine in FPGA which outperforms software run-

times for each predicate reference from the external memomng on high end CPU in terms of throughput, system cost

If outputs from all cores are set to ‘1’, then the all predésat and energy efficiency.
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